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ABSTRACT

We documented that for some oil-exporting countries, the correlation between exchange rates and oil prices is strongly negative during periods of significant oil price drop but is much weaker during other periods. To interpret this time-varying asymmetric correlation, we develop and estimate a Markov-switching small open economy New Keynesian model with oil income as a source of government revenue. In particular, we allow monetary and fiscal policy coefficients to switch across “active” and “passive” regimes. Using data on Russia, our result shows that the policy combinations fluctuate. We find that active monetary policy isolates the exchange rate from oil price variations but changes to passively tolerate depreciation and inflation to support government debt when oil price drops place fiscal policy in a state of stress. Counterfactual policy experiments suggest policy regime switching is crucial to account for the observed asymmetric impact of oil prices on the exchange rate and that the transmission channels of oil price shocks differ significantly across policy regimes.
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1 Introduction

A large volume of empirical studies have found that oil price variations have an important effect on economic dynamics for small oil-exporting countries. However, whether and how the impact varies over time received less attention. Figure 1 plots the dynamics of oil prices and exchange rates for six oil-exporting countries. The shaded areas indicate two periods of significant oil price drop. We can see that oil price changes are associated with substantial exchange rate movements during these two periods, but not during other periods, except for Norway. Table 1 further reports the statistical relationship between oil prices and exchange rates across different periods. It is evident that the correlation between exchange rates and oil prices varies substantially over time, which is highly negative for all countries during sharp oil-price-drop periods and becomes much weaker, or even positive, for all sample countries except Norway during other periods. A natural question then is why the effect of oil price variations is asymmetric across different periods for some oil-exporting countries?

![Figure 1: Oil Prices and Exchange Rates](image)

A commonly held view for this time-varying asymmetric impact of oil prices on exchange rates for oil-exporting countries is that they adopt managed floating exchange rate arrangements during normal times; however, oil price plunges generate

---

1In these two periods, the West Texas Intermediate (WTI) crude oil prices fell by more than 70% over the course of 9 months and 21 months respectively.

2Although not reported, the correlation from Brazil is similar to that from Norway.
fiscal stress and constrain the ability of monetary policy to stabilize exchange rates and the economy.\footnote{To see the fiscal stress created by lower oil prices, figure 2 shows that oil income accounts for more than 50% of fiscal revenue and that the fall of oil income significantly drives down fiscal revenue for the sample countries.} In contrast, oil price variations cause a time-invariant symmetric effect on exchange rates for oil exporters under a free-floating system, such as that seen in Norway. Therefore, taking into account the role of monetary and fiscal policy interactions in transmitting oil price shocks seems crucial to explain the business cycle dynamics for these countries. However, the existing literature has not yet provided a formal quantitative evaluation of this view. In this paper, we attempt to take this task.

In particular, we develop and estimate a Markov-switching small open economy New Keynesian dynamic stochastic general equilibrium (DSGE) model with oil income as a source of government revenue. In our framework, the government collects tax revenue from oil production in foreign currency and issues long-term debt in domestic currency to finance its domestic currency expenditures. Importantly, to quantitatively analyze the role of monetary and fiscal policy interaction in transmitting oil price shocks, we allow the monetary and fiscal policy regime to switch stochastically. When oil prices are high, the budget perspective is bright, and investors expect future budget surplus is sufficient to retire government debt. The ample fiscal space in turn accommodates monetary policy to actively target exchange rate movements and inflation. We follow the terminology developed by Leeper (1991) to label this policy combination as “active monetary/passive fiscal” (AM/PF). On the contrary, lower oil prices adversely influence the fiscal budget, and investors expect that fiscal policy will be unable to adjust to repay government debt. In this case, monetary policy is restricted by fiscal policy and has to allow higher inflation to reduce the real value of outstanding government debt denominated in domestic currency, and exchange rate

\footnote{See for example \textit{Economist} (2015).}

\footnote{We do not present the fiscal revenue of Angola due to data availability.}
depreciation to increase the relative value of foreign-currency-denominated oil income against domestic-currency-denominated government expenditures. We label this policy configuration as "passive monetary/active fiscal" (PM/AF). In addition, we follow Bianchi (2012), Bhattarai et al. (2016), and Bianchi and Ilut (2017) to permit "active monetary/active fiscal" (AM/AF) and "passive monetary/passive fiscal" (PM/PF) regimes in the estimation. To perform sensible quantitative evaluation, our model also features consumption habit formation, endogenous capital utilization, real frictions, sticky prices and wages, and various shocks.

We estimate our model to Russia, a prototype oil exporter that manages its exchange rate and heavily relies on petroleum revenue to finance government expenditures. We find that monetary and fiscal policy regimes fluctuate over the sample period. During most of the sample period, the monetary policy is in the active regime, but it switches to the passive regime during periods of substantial oil price falls. Narrative evidence from the central bank of Russia suggests that the model-inferred policy regime switching periods correspond to stated changes of monetary policy. In particular, Russia increased the operational band of its managed floating exchange rate frame-
work in late 2008 and attributed the reason to sharp changes in the global commodity markets. In November 2014, Russia cancelled the operational band for exchange rate interventions. We also perform counterfactual policy experiments to examine the importance of monetary and fiscal policy regime switching in producing the asymmetric relationship between exchange rates and oil prices over time. We find that conditional on the AM/PF regime over the oil price plunge period, the model generates only a weak correlation, which is inconsistent with the data.

Our estimation result shows that the macroeconomic stability implications differ across policy regimes. Theoretical variance decomposition suggests that the oil prices shocks contribute more to the volatilities of macroeconomic variables under the PM/AF regime relative to that under the AM/PF regime. As a result, ignoring the policy regime switching may lead to misguided conclusion on the main drivers of business cycles.

Moreover, the transmission channels of oil price variations on the macroeconomic variables vary significantly conditional on different policy combinations. A fall of oil price generates budget and trade deficits. In the AM/PF regime, the government is able to raise tax revenue in response to higher government debt and monetary policy can keep the exchange rate and inflation stable. As a result, real interest rate rises significantly. This in turn amplifies the initial negative oil price shock. On the other hand, in the PM/AF regime, monetary and fiscal policy jointly determine the macroeconomic dynamics and the price level. A negative oil price shock is inflationary and depreciationary. Since the nominal interest rate only weakly increases in response to the rise of inflation and exchange rate in this regime, real interest rate falls and real exchange rate depreciates significantly. These real price adjustments mitigate the unfavorable oil price shock. Thus, our result suggests the importance of considering policy regime switching when examine the impact of oil price shocks for oil-exporting countries.

2 Literature Review

Our work belongs to the literature that analyzes the effect of monetary and fiscal policy in transmitting external shocks for open economies. Many studies have been devoted to examining the role of monetary policy and exchange rate regimes. For example, Broda (2004), Edwards and Yeyati (2005), and Devereux et al. (2006) demonstrate that the impacts of external shocks vary substantially across different exchange rate regimes. But most of these papers ignore the role played by fiscal policy. On

\(^{1}\)Medina et al. (2005) and Hou et al. (2016) specifically focus on the effect of monetary policy on transmitting external oil price shocks.
the other hand, Pieschacón (2012), Berg et al. (2013), and García-Cicco and Kawamura (2015) find that fiscal policies are useful to stabilize macroeconomic variables for oil-exporting countries subject to oil price shocks. However, they assume fiscal policy is always capable to sustain the government debt and monetary policy is unconstrained to pursue its targets. We contribute to the literature by taking into consideration the interactions between monetary and fiscal policy when assessing the impacts and transmission channels of oil price shocks. We show that different policy combinations are crucial to understanding the asymmetric effect of oil price shocks on exchange rates and the business cycle fluctuations across different time periods.

This paper is also related to the strand of literature on monetary and fiscal policy interactions. Pioneer contributions such as Leeper (1991), Woodford (1996), and Cochrane (2001) show that inflation targeting monetary policy requires fiscal backing. Otherwise the price level is jointly determined by fiscal policy and monetary policy. Burnside et al. (2001), Daniel (2001), and Corsetti and Maćkowiak (2006) integrate the theory of monetary and fiscal interactions and the insight gained from Krugman (1979)’s currency crises model into a unified dynamic general equilibrium framework. These existing studies focus on explaining and quantifying the effect of fiscal imbalance on price levels, but do not pay attention to the business cycle dynamics. We extend their framework to include production, real frictions, and nominal rigidities in order to quantitatively evaluate the impacts of monetary and fiscal policy interactions on macroeconomic and currency stability.

In addition, instead of splitting the data conditional on conjectured policy regimes, we allow policies to switch regimes and make estimates for the entire sample period. In this regard, our paper is related to work on Markov-switching DSGE model estimation; see for example, Sims and Zha (2006), Liu et al. (2011), Bianchi (2012), Baele et al. (2015), and Bjørnland et al. (2018). But unlike our work, the existing studies only consider regime switching in monetary policy and the volatility of shocks, not joint regime switching in both monetary and fiscal policy.\(^1\) We find that taking into account fiscal policy behavior is critical in identifying the policy rule parameters and greatly alters the transmission mechanism of oil price shocks.

### 3 Model

In this section, we lay out a two-sector small open economy New Keynesian model. The model incorporates an oil production sector, whose products will be exported,

---

\(^1\)Notable exceptions include Kliem et al. (2016), Bhattarai et al. (2016), and Bianchi and Ilut (2017) who consider monetary and fiscal policy interactions in closed economies.
and the government collects tax revenue from oil production. Moreover, we allow the monetary and fiscal policy rules to jointly switch regimes according to the region of policy rule coefficients.

3.1 PRODUCERS

3.1.1 NON-OIL SECTOR FINAL GOODS PRODUCER The final goods producer in the non-oil sector combines differentiated intermediate goods to manufacture a homogeneous product that can be used in consumption, investment, and export. The bundle technology is given by:

\[ Y_t = \left[ \int_0^1 Y_t(i)^{1-\lambda_d} \, di \right]^{\lambda_d}, \quad (3.1) \]

where \( Y_t \) and \( Y_t(i) \) denote final output and intermediate goods \( i \) inputs, respectively. \( \lambda_d \) measures the elasticity of substitution between different intermediate goods.

The final goods producer operates in perfectly competitive input and output markets. The producer maximizes profits by choosing the non-oil intermediate inputs \( Y_t(i) \), taken as given the output prices \( P_t \) and input prices \( P_t(i) \). The first-order condition gives the following demand function:

\[ Y_t(i) = \left[ \frac{P_t(i)}{P_t} \right]^{1-\lambda_d} Y_t. \quad (3.2) \]

Plugging the demand function (3.2) to the bundle technology (3.1) yields the final goods aggregate price index:

\[ P_t = \left[ \int_0^1 P_t(i)^{1-\lambda_d} \, di \right]^{1-\lambda_d}. \quad (3.3) \]

3.1.2 NON-OIL SECTOR INTERMEDIATE GOODS PRODUCER A continuum of intermediate goods producers manufacture differentiated non-oil goods using the following technology:

\[ Y_t(i) = Z_t K_{NO,t}(i)^{\alpha} H_{NO,t}(i)^{1-\alpha} - \phi, \quad (3.4) \]

where \( K_{NO,t}(i) \) and \( H_{NO,t}(i) \) are capital and labor inputs utilized by the non-oil goods producers, respectively. The aggregation of capital goods and labor are given by \( K_{NO,t} = \int_0^1 K_{NO}(i) \) and \( H_{NO,t} = \int_0^1 H_{NO,t}(i) \). \( Z_t \) is the economy-wide productivity level. We introduce a fixed cost \( \phi \) to ensure that the producers receive zero profits in the steady
state.

The productivity follows an AR(1) process given by:

\[
\ln \left( \frac{Z_t}{Z} \right) = \rho \ln \left( \frac{Z_{t-1}}{Z} \right) + \epsilon_t^Z, \tag{3.5}
\]

where \( Z \) is the steady state productivity level and \( \epsilon_t^Z \sim N(0, \sigma_z) \).

The intermediate non-oil goods producers minimize the cost of inputs:

\[
\min_{K_{i(t)}, H_{i(t)}} W_t H_{NO,t} + R_{NO,t}^k K_{NO,t}(i), \tag{3.6}
\]

subject to the production technology (3.4), taken as given sector-specific capital rental rate \( R_{NO,t}^k \) and the economy-wide labor wage rate \( W_t \).

The first-order conditions are given by:

\[
\frac{W_t}{R_{NO,t}^k} = \frac{1 - \alpha K_{NO,t}(i)}{\alpha H_{NO,t}(i)}. \tag{3.7}
\]

The optimality conditions imply the intermediate goods producers choose the same quantity of inputs, so we can rewrite these conditions as:

\[
\frac{w_t}{r_{NO,t}^k} = \frac{1 - \alpha K_{NO,t}}{\alpha H_{NO,t}}, \tag{3.8}
\]

where \( w_t \) and \( r_{NO,t}^k \) are real wage rate and capital rental rate, respectively.

Substitute the first-order conditions to the production function (3.4) to obtain the expressions for the factor of inputs. Using these expressions in the cost function (3.6) yields the following marginal costs:

\[
m_{st} = \left( \frac{1}{1 - \alpha} \right)^{1-\alpha} \left( \frac{1}{\alpha} \right)^{\alpha} (r_{NO,t}^k)^{\alpha} w_t^{1-\alpha} \frac{1}{Z_t}. \tag{3.9}
\]

We assume the intermediate goods producers are the monopolistic supplier of differentiated goods, so they set the prices of their products according to Calvo (1983). The Calvo pricing implies that in any period, each producer has a probability of \( (1 - \xi_d) \) of re-optimizing its prices. The producers index their prices following the simple rule below when they cannot re-optimize:

\[
P_t(i) = \tilde{\pi}_{d,t} P_{t-1}(i), \tag{3.10}
\]

where we define \( \tilde{\pi}_{d,t} \equiv \pi_t^{K_d} \pi_t^{1-K_d} \). We let \( \pi_t = P_t / P_{t-1} \) to denote the current period
inflation rate and \( \pi \) to denote the steady-state inflation rate. As a result the pricing rule (3.10) implies the current price is partially indexed to the inflation rate of the last period.

The pricing decisions imply the following aggregate price index:

\[
P_t = \left[ \xi_d (\tilde{\pi}_d, t P_{t-1})^{1/\lambda_d} + (1 - \xi_d) (P^n_t)^{1/\lambda_d} \right]^{1-\lambda_d}, \tag{3.11}
\]

where \( P^n_t \) denotes the chosen price after re-optimization.

### 3.1.3 Oil Sector Producers

Firms in the oil sector employ capital \( K_{O,t} \), labor \( H_{O,t} \), and nature oil resource \( O_t \) to produce oil products. We assume all oil products are export to the rest of the world and the price is denominated in foreign currency. The oil resource is exogenously endowed:

\[
\ln \left( \frac{O_t}{O} \right) = \rho_O \ln \left( \frac{O_{t-1}}{O} \right) + \epsilon^{OY}_t, \tag{3.12}
\]

where \( O \) denotes the steady state oil resource level, and \( \epsilon^{OY}_t \sim N(0, \sigma_{OY}) \). Since we do not explicitly model the external demand for oil products, we assume the oil price is exogenous and follows an AR(1) process:

\[
\ln \left( \frac{P^O_t}{P^O} \right) = \rho_{OP} \ln \left( \frac{P^O_{t-1}}{P^O} \right) + \epsilon^{OP}_t, \tag{3.13}
\]

where \( P^O \) denotes the steady state level of oil prices and \( \epsilon^{OP}_t \sim N(0, \sigma_{OP}) \). We interpret the shocks to the oil prices \( \epsilon^{OP}_t \) as variations of world oil demand and supply, which we consider exogenous in our model.

Taken oil prices as given, the oil production firms choose inputs to maximize profits:

\[
\max_{K_{O,t}, H_{O,t}} (1 - \tau^O) S_t P^*_t P^O_t Y^O_t - W_t H_{O,t} - R^k_{O,t} K_{O,t}, \tag{3.14}
\]

subject to the following technology:

\[
Y^O_t = Z_t (K_{O,t})^{\alpha_O} (H_{O,t})^{\chi_O} O^{1-\alpha_O-\chi_O}_t, \tag{3.15}
\]

where \( S_t \) denotes the nominal exchange rate, \( P^*_t \) denotes the import goods price, \( \tau^O \) denotes the tax rate on oil revenue, and \( R^k_{O,t} \) is the oil sector capital rental rate.

We define the real exchange rate \( \tilde{S}_t \equiv S_t P^*_t / P_t \). Then the optimality conditions
imply:
\[ w_t = (1 - \tau O)S_t\tilde{\chi}_O Z_t(K_{O,t})^{\alpha O}(H_{O,t})^{\chi O} - 1 O_t^{1 - \alpha O - \chi O}, \]

and
\[ r_{O,t}^k = (1 - \tau O)\tilde{S}_t\alpha_{O}\tilde{Z}_t(K_{O,t})^{\alpha O - 1}(H_{O,t})^{\chi O}O_t^{1 - \alpha O - \chi O}. \]

3.1.4 EXPORTER  The country also exports non-oil final goods to the rest of the world. We assume the demand for these exports is given by:
\[ X_t = \left( \frac{1}{\tilde{S}_t} \right)^{-\eta f} Y_t^*, \]
where \( Y_t^* \) denotes foreign output level and \( \eta f \) measures the elasticity of substitution between exported non-oil goods and foreign goods.

3.1.5 CAPITAL PRODUCER  A representative capital producer purchases investment goods and undepreciated capital goods at the end of period \( t - 1 \) and combines them into new capital goods in period \( t \). We assume the oil sector and the non-oil sector have their sector-specific investment and capital goods. The evolution of capital goods is given by:
\[ e'_{n} = e_n + F(I_{n,t}, I_{n,t-1}) = e_n + \left[ 1 - s\left( \frac{I_{n,t}}{I_{n,t-1}} \right) \right] I_{n,t}, \]
where we denote the undepreciated and new capital goods as \( e_n \) and \( e'_n \), respectively. \( n \in \{NO, O\} \) is a sector identifier, \( F(\cdot) \) denotes the production technology and \( s(\cdot) \) denotes capital adjustment costs. Following Christiano et al. (2005), \( s(\cdot) \) satisfies \( s(1) = s'(1) = 0 \), and \( s''(1) > 0 \), which implies the adjustment costs increase with the rate of new investment.

We denote the capital price as \( Q_{n,t} \), the investment good price as \( P_{i,t} \), such that the profit of the capital producer in period \( t \) is given by:
\[ \Pi_{k,n,t} = Q_{n,t}[e_n + F(I_{n,t}, I_{n,t-1})] - Q_{n,t}e_n - P_{i,t}I_{n,t}. \]

The capital producer chooses \( e_n \) and \( I_{n,t} \) to maximize the following objective function:
\[ \max_{e_{n,t+j},I_{n,t+j}} E_t \sum_{j=0}^{\infty} \beta^j v_{t+j} \Pi_{k,n,t+j}, \]
where \( v_t \) denotes the marginal utility of consumption for households. Since \( e_n \) is indeterminate from the maximization problem, we set \( e_n = (1 - \delta)K_{n,t} \), where \( K_{n,t} \) denotes the capital stock in the economy.
$I_t$ is a composite of final investment goods that combines domestic and foreign investment goods using the following CES technology:

$$I_t = \left[ (1 - \omega_i)^{\frac{1}{\eta_i}} I_{H,t}^{\frac{\eta_i-1}{\eta_i}} + \omega_i \frac{1}{\eta_i} I_{F,t}^{\frac{\eta_i-1}{\eta_i}} \right]^{\frac{\eta_i}{\eta_i-1}},$$

where $\eta_i$ measures the elasticity of substitution between home and foreign investment goods and $\omega_i$ controls the share of imported goods.

The optimality conditions imply the following demand functions for investment goods:

$$I_{H,t} = (1 - \omega_i) \left( \frac{P_t}{P_{i,t}} \right)^{-\eta_i} (I_{t} + a(u_{NO,t})K_{NO,t} + a(u_{O,t})K_{O,t}),$$

and

$$I_{F,t} = (1 - \omega_i) \left( \frac{P_{F,t}}{P_{i,t}} \right)^{-\eta_i} (I_{t} + a(u_{NO,t})K_{NO,t} + a(u_{O,t})K_{O,t}),$$

where $a(u_{n,t})K_{n,t}$ denotes that the utilization cost in terms of investment goods, which we will describe later.

The aggregate investment price index is given by:

$$P_{i,t} = \left[ (1 - \omega_i)(P_t)^{1-\eta_i} + \omega_i(P_{F,t})^{1-\eta_i} \right]^{\frac{1}{1-\eta_i}},$$

where the import price $P_{F,t} = P^*_t S_t$.

### 3.2 HOUSEHOLDS

A continuum of households in this small open economy maximizes lifetime utility:

$$E_t \sum_{k=0}^{\infty} \beta^k \left[ \zeta_{c,t} \ln(C_{j,t+k} - bC_{j,t+k-1}) - A_L \frac{(h_{j,t+k})^{1+\sigma_L}}{1+\sigma_L} \right],$$

where $C_{j,t+k}$ and $h_{j,t+k}$ denote consumption and labor choice for household $j$. $\zeta_{c,t}$ denotes a preference shock given by:

$$\ln \left( \frac{\zeta_{c,t}}{\zeta_{c}} \right) = \rho_{\zeta_c} \ln \left( \frac{\zeta_{c,t-1}}{\zeta_{c}} \right) + \epsilon_{t} \zeta_{c},$$

where $\epsilon_{t} \sim N(0, \sigma_{\zeta_c}).$

$C_{j,t+k}$ is a composite of final consumption goods that combines domestic and for-
eign consumption goods using the following CES technology:

\[ C_t = \left( (1 - \omega_c) \frac{1}{\eta_c} C_{H,t}^{\frac{\eta_c-1}{\eta_c}} + \omega_c C_{F,t}^{\frac{\eta_c-1}{\eta_c}} \right)^{\frac{1}{\eta_c}}, \tag{3.28} \]

where \( \eta_c \) measures the elasticity of substitution between home and foreign consumption goods and \( \omega_c \) controls the share of imported goods in the final consumption bundle.

The optimality conditions imply the following demand functions for consumption goods:

\[ C_{H,t} = (1 - \omega_c) \left( \frac{P_t}{P_{c,t}} \right)^{-\eta_c} C_t, \quad C_{F,t} = \omega_c \left( \frac{P_F}{P_{c,t}} \right)^{-\eta_c} C_t. \tag{3.29} \]

The aggregate consumption price index is given by:

\[ P_{c,t} = [(1 - \omega_c)(P_t)^{1-\eta_c} + \omega_c(P_F)^{1-\eta_c}]^{\frac{1}{1-\eta_c}}, \tag{3.30} \]

We assume each household provides differentiated labor to productive firms, and their wage income is given by \( W_{j,t}h_{j,t} \). We follow Erceg et al. (2000) to introduce nominal rigidities into the wage setting. To guarantee the existence of a representative household, we assume households can purchase an insurance contract such that the wage income is the same across all households. The net cash flow from the insurance market is \( D_{j,t} \).

The \( j \)th household’s budget constraint is written as:

\[ P_{c,t}C_{j,t} + S_tB_{j,t}^* + B_{j,t} + P^G_{j,t}B_{j,t}^G + Q_{NO,j}\widetilde{K}_{NO,t+1} + Q_{O,j}\widetilde{K}_{O,t+1} = \\
W_{j,t}h_{j,t} + P_tTR_{j,t} + \Pi_{j,t} + S_t\Phi_{t-1}R_{t-1}B_{j,t-1}^* + R_{t-1}B_{j,t-1} + R_{E,NO,j}Q_{NO,j}\widetilde{K}_{NO,t} + R_{E,O,j}Q_{O,j}\widetilde{K}_{O,t} + D_{j,t} + (1 + \rho P_t^G)B_{j,t-1}^G, \tag{3.31} \]

where \( TR_{j,t} \) denotes the lump-sum transfers/taxes from the government. Because households own the production firms, they obtain \( \Pi_{j,t} \) as dividends. \( B_{j,t}, B_{j,t}^*, \) and \( B_{j,t}^G \) are holdings of domestic private bonds, international bonds, and domestic government bonds, respectively. The households also own capital, so they receive rental income and capital gains each period.

The first-order condition with respect to consumption is given by:

\[ \frac{\zeta_{c,t}}{C_t - bC_{t-1}} - \beta \frac{\zeta_{c,t+1}}{C_{t+1} - bC_t} - \psi_{z,t} \gamma_{c,t} = 0, \tag{3.32} \]
where \( \psi_{z,t} = P_t v_t \). We denote the relative price of consumption goods as \( \gamma_{c,t} = \frac{p_{c,t}}{P_t} \), and \( v_t \) is the Lagrangian multiplier associated with the budget constraint (3.31).

We introduce a utilization rate of capital into the model, denoted by \( u_{n,t} \). As a result, the actual use of capital is given by \( K_{n,t} = u_{n,t} \bar{K}_{n,t} \). The first order condition with respect to \( u_t \) implies:

\[
R_{n,t+1}^k = \alpha'(u_{n,t+1})P_{i,t+1}, \tag{3.33}
\]

where \( \alpha(u_n) = r_n^k\left[\exp(\sigma_a(u_n - 1) - 1)\right]/\sigma_{a,n} \) is the cost associated with adjusting the capital utilization rate, and \( \sigma_{a,n} \) is the associated cost parameter.

The capital rate of return \( R_{E,n,t+1} \) is given by:

\[
R_{E,n,t+1} = \frac{u_{n,t+1} R_{n,t+1}^k - \alpha(u_{n,t+1})P_{i,t+1} + (1 - \delta_n)Q_{n,t+1}}{Q_{n,t}}, \tag{3.34}
\]

The numerator on the right hand side measures total capital income. The first term represents the rate of return on utilized capital, the second term is the utilization adjustment cost, and the last term is the price of undepreciated capital goods. Dividing the total capital income by the unit replacement cost of capital \( Q_{n,t} \) gives the capital rate of return.

The first-order condition with respect to capital goods is given by:

\[
\psi_{z,t} = \beta E_t \left[ \psi_{z,t+1} R_{E,NO,t} \right], \tag{3.35}
\]

and

\[
\psi_{z,t} = \beta E_t \left[ \psi_{z,t+1} R_{E,O,t} \right]. \tag{3.36}
\]

We introduce long-term bonds into the government debt \( B^G_t \). This is because Cochrane (2001), Daniel (2001), and Corsetti and Maćkowiak (2006) show that long-term government debt is essential to produce the delayed effect of fiscal shocks as observed in the data. Specifically, each period the bond pays a coupon rate \( 0 \leq \rho \leq 1 \), which controls the maturity of outstanding debt, and has a current price \( P^G_t \).

We let \( R_t \) and \( R^*_t \) represent the domestic and international interest rates, respectively. We follow Schmitt-Grohé and Uribe (2003), Garcia-Cicco et al. (2010), and Chang et al. (2015) to introduce a debt-elastic country risk-premium \( \Phi_t \), which is given by:

\[
\Phi_t = \Phi(nfa_t) = \exp(-\phi_a(nfa_t - nfa) + \phi_t), \tag{3.37}
\]
where \( nfa_t = S_t B_t^* / P_t \) denotes the real net foreign asset position, and \( \phi_t \) denotes the risk-premium shocks.

The optimality conditions with respect to domestic private bonds and government long-term bonds are given by:

\[
\psi_{z,t} = \beta E_t \left[ \frac{\psi_{z,t+1 R_t}}{\pi_{t+1}} \right],
\]

(3.38)

and

\[
\psi_{z,t} = \beta E_t \left[ \frac{\psi_{z,t+1 (1 + \rho P^G_{t+1})}}{P^G_t \pi_{t+1}} \right].
\]

(3.39)

Combining the first-order conditions with respect to short-term and long-term bonds yields:

\[
P^G_t = E_t \left( 1 + \rho P^G_{t+1} \right) \frac{1}{R_t},
\]

(3.40)

which is a no-arbitrage condition.

We iterate forward the no-arbitrage condition in \( P^G_t \) and impose a terminal condition to get:

\[
P^G_t = E_t \left( 1 + \sum_{i=1}^{\infty} \prod_{j=1}^{i} \frac{\rho^j}{R_{t+j}} \right).
\]

(3.41)

This equation represents the expectations hypothesis of the term structure of interest rates, which states the long-term rate \( P^G_t \) is determined by the current and future short-term rates \( R_{t+j} \).

The optimality condition with respect to the international bonds is given by:

\[
\psi_{z,t} = \beta E_t \left[ \frac{\psi_{z,t+1 s_{t+1} \Phi_t R^*_t}}{\pi_{t+1}} \right],
\]

(3.42)

where \( s_t \equiv S_t / S_{t-1} \) denotes the appreciation rate of the nominal exchange rate.

### 3.2.1 Wage Setting

A labor packer combines all the differentiated labor into a homogeneous force using the following technology:

\[
H_t = \left[ \int_0^1 h_{j,t}^{\lambda_w} dj \right]^{\lambda_w},
\]

(3.43)

where \( H_t \) is the final labor supply to the intermediate goods firms and \( \lambda_w \) measures the elasticity of substitution between differentiated labor. The labor packer chooses inputs of \( h_{j,t} \) to maximize profits, taken as given the \( W_t \) and \( W_{j,t} \). The demand function is given by:
\[ h_{j,t} = \left( \frac{W_{j,t}}{W_t} \right)^{\frac{\lambda_w}{1-\lambda_w}} H_t. \]  

(3.44)

Integrate both sides to obtain the aggregate wage rate:

\[ W_t = \left( \int_0^1 W_{j,t}^{1-\lambda_w} \, dj \right)^{1-\lambda_w} \]  

(3.45)

The households set their labor wage rates according to Calvo (1983). Each period, the households can re-optimize their wage rates with a probability of \((1 - \xi_w)\), and the rest of the households set their wage rates following the rule:

\[ W_{j,t} = \tilde{\pi}_{w,t} W_{j,t-1}, \]  

(3.46)

where \( \tilde{\pi}_{w,t} = (\pi_{t-1})^{\kappa_w} (\pi)^{1-\kappa_w} \).

This implies the aggregate wage rate is given by:

\[ W_t = \left[ (1 - \xi_w) (W_t^u)^{1-\lambda_w} + \xi_w (W_{t-1} \tilde{\pi}_{w,t})^{1-\lambda_w} \right], \]  

(3.47)

where \( W_t^u \) is the optimally chosen wage rate.

3.3 Monetary and Fiscal Policy

The monetary policy instrument is nominal interest rates. We assume the monetary policy obeys a Taylor-type feedback rule. In addition to targeting inflation and output, the monetary policy interest rate also manages the exchange rate by responding to exchange rate changes:

\[ \ln \left( \frac{R_t}{R} \right) = (1 - \rho_R(S_M)) \left[ r_\pi(S_M) \ln \left( \frac{\pi_t}{\pi} \right) + r_y(S_M) \ln \left( \frac{y_t}{y} \right) + r_s(S_M) \ln (s_t) \right] \]  

\[ + \rho_R(S_M) \ln \left( \frac{R_{t-1}}{R} \right) + \varepsilon_t^R, \]  

(3.48)

where \( \varepsilon_t^R \sim N(0, \sigma_{\varepsilon_R}) \) denotes the monetary policy shocks. The feedback from exchange rate to monetary policy interest rate captures, in a reduced-form way, the managed floating exchange rate arrangement adopted by many oil-exporting countries. We denote the monetary policy regime by \( S_M \).

Next, we turn to specify fiscal policies. We assume the government expenditure follows an AR(1) process:

\[ \ln \left( \frac{G_t}{G} \right) = \rho_g \ln \left( \frac{G_{t-1}}{G} \right) + \varepsilon_t^G, \]  

(3.49)
where $\varepsilon_g^t \sim N(0, \sigma_g)$ denotes government expenditure shocks.

The lump-sum transfers/taxes obey the following feedback policy rule:

$$\ln\left(\frac{TR_t}{TR}\right) = \rho_T(S_F) \ln\left(\frac{TR_{t-1}}{TR}\right) + (1 - \rho_T(S_F)) \left[\phi_T(S_F) \ln\left(\frac{by_{t-1}}{by}\right)\right], \quad (3.50)$$

where $by_{t-1} \equiv P^G_{t-1} B^G_{t-1} / Y_{t-1}$ denotes the outstanding-government-debt-to-GDP ratio, and $S_F$ denotes the fiscal policy regime.

We allow the monetary and fiscal policy coefficients to switch between two regimes given by:

$$S_M \in \{AM, PM\}, S_F \in \{AF, PF\}. \quad (3.51)$$

In particular, when we specify the prior for policy coefficients, we follow Bianchi (2012), Bhattarai et al. (2016), and Bianchi and Ilut (2017) to set more aggressive monetary policy response coefficients to inflation and exchange rates under the AM regime relative to those under the PM regime.\(^1\) On the other hand, we choose more aggressive fiscal policy response coefficient to outstanding debt under PF regime relative to that under the AF regime.

Further, we assume the policy response coefficients take on two values and follow Markov chains with constant transition probabilities. The transition matrix is give by:

$$P = \begin{bmatrix} 1 - p_{12}^{12} & p_{12}^{12} \\ p_{21}^{21} & 1 - p_{21}^{21} \end{bmatrix}, \quad Q = \begin{bmatrix} 1 - q_{12}^{12} & q_{12}^{12} \\ q_{21}^{21} & 1 - q_{21}^{21} \end{bmatrix}, \quad (3.52)$$

where $p_{12}^{12}$ and $p_{21}^{21}$ denote the probability of switching from the AM regime to the PM regime and from the PM regime to the AM regime respectively. We let $q_{12}^{12}$ and $q_{21}^{21}$ denote the probability of switching from the AF regime to the PF regime and from the PF regime to the AF regime respectively.

3.4 GOVERNMENT The government collects tax revenue from the sale of oil products, spends on public consumption, and makes lump-sum transfers to the households. It issues long-term debt $B^G_t$ to finance the budget deficit. The government’s budget constraint is written as:

$$P^G_t B^G_t - (1 + \rho P^G_t) B^G_{t-1} + \tau^O (S_t P_t^O P^O_t Y^O_t) = P_t G_t - P_t TR_t, \quad (3.53)$$

---

\(^1\)Their framework is for closed economy, so they do not have the response coefficient to exchange rates.
where we assume the tax rate on oil income $\tau^O$ is a constant given by the long-run average of the data.

Dividing both sides of the government budget constraint (3.53) by $P_t$ and using the no-arbitrage condition (3.40) yield:

$$\frac{1 + \rho P_t^G}{P_t} B_{t-1}^G = \tau^O (S_t P_t^O Y_t^O) + TR_t - G_t + \frac{1 + \rho P_{t+1}^G}{P_{t+1}} \frac{1}{r_t} B_{t}^G, \quad (3.54)$$

where we denote the real interest rate $r_t \equiv \frac{R_t}{\pi_t} + \frac{1}{\pi_t}$.

Iterating forward on $(1 + \rho P_{t+1}^G) B_{t}^G / P_{t+1}$ and imposing a transversality condition yield the following intertemporal budget constraint:

$$\frac{1 + \rho P_t^G}{P_t} B_{t-1}^G = \sum_{i=1}^{\infty} \prod_{j=1}^{i} \frac{1}{r_{t+j}} (\tau^O S_{t+i}^O P_{t+i}^O Y_{t+i}^O + TR_{t+i} - G_{t+i}). \quad (3.55)$$

This intertemporal condition is key to understanding the effects of monetary and fiscal policy interactions. Notice that the left-hand side is the total value of outstanding government debt in period $t$ and the right-hand side is the present value of budget surplus.

In response to a negative shock on oil prices $P_t^O$, the lump-sum transfers $TR_{t+i}$ and the price variables $P_t^G$, $P_t$, and $S_{t+i}$ can adjust to restore the equilibrium. An increase of $P_t$ and a decrease of $P_t^G$ directly reduce the real value of outstanding government debt, while a real exchange rate $S_{t+i}$ depreciation raises the dollar-denominated oil income against local-currency-denominated government expenditures.

Monetary and fiscal policy jointly determine the adjustment processes of these variables. First, fiscal policy directly controls the lump-sum transfers/taxes $TR_{t+i}$. Second, the no-arbitrage condition between short-term and long-term government bonds (3.41) states that the current and future monetary policy interest rates determine the current price of long-term government debt $P_t^G$. Third, monetary policy affects the inflation rate, given the price level from the last period, monetary policy then influences the current price level $P_t$. Lastly, the uncovered interest rate (UIP) condition suggests that the domestic and foreign interest rate difference determines the nominal exchange rate appreciation rate, and given the inflation rate, determines the real exchange rate $S_{t+i}$.

We now analyze the underlying mechanisms through which different monetary and fiscal policy combinations produce distinct correlation between oil prices and nominal exchange rates. Suppose fiscal policy is passive and able to raise sufficient future revenues to retire public debt, then monetary policy can aggressively controls
inflation and exchange rates. As a result, oil price variations under this policy regime are not closely related to nominal exchange rate changes. In contrast, when fiscal policy is active and cannot raise enough future revenues to accommodate public debt, monetary policy needs to weakly targeting inflation and nominal exchange rate and allows higher inflation and greater depreciation. These adjustments helps to restore the equality of condition (3.55) by reducing the real value of outstanding government debt and revaluing the future budget surpluses. Consequently, oil price drops is associated with a nominal depreciation. In the quantitative analysis below, we see that this transmission channel carries over to the equilibrium dynamics.

### 3.5 Foreign Variables

We assume foreign price level $P^*_t$ is constant. The foreign interest rate and the foreign output $Y^*_t$ follows an AR(1) process given by:

$$\ln \left( \frac{R^*_t}{R^*} \right) = \rho_R \ln \left( \frac{R^*_{t-1}}{R^*} \right) + \epsilon^R_t,$$

and

$$\ln \left( \frac{Y^*_t}{Y^*} \right) = \rho_Y \ln \left( \frac{Y^*_{t-1}}{Y^*} \right) + \epsilon^Y_t,$$

where $\epsilon^R_t \sim N(0, \sigma_R)$ and $\epsilon^Y_t \sim N(0, \sigma_Y)$.

### 3.6 Market Clearing Conditions

The non-oil final goods market clears as follows:

$$Y_t = G_t + C_{H,t} + I_{H,t} + X_t. \quad (3.58)$$

The market clearing conditions for investment goods and labor markets are given by:

$$I_t = I_{NO,t} + I_{O,t}. \quad (3.59)$$

and

$$H_t = H_{NO,t} + H_{O,t}. \quad (3.60)$$

The balance of payment identity is given by:

$$S_t B^*_t = P_t X_t + S_t P^*_t P^O_t Y^O_t - S_t P^*_t(C_{F,t} + I_{F,t}) + R^*_{t-1} S_t B^*_{t-1} \Phi_{t-1}. \quad (3.61)$$

### 4 Quantitative Analysis

In this section, we describe the data used in the quantitative analysis, the calibration strategy, and the prior and posterior distribution for our model parameters.
4.1 Data  We parametrize our model using data on Russia from 2003Q1 to 2016Q4. We include fourteen observables in our data set. They are GDP, consumption, investment, export, import, government spending, government deficit, oil price, oil output, wage rate, inflation rate, foreign interest rate, domestic nominal interest rate, and exchange rate. We measure the macroeconomic quantities in real terms and remove their seasonality.

We take log and use the HP-filter to detrend the following variables: GDP, consumption, investment, export, import, government spending, oil price, oil output, and wage rate. For foreign interest rate, nominal interest rate, and inflation, we subtract their sample mean. We measure government deficit as the deficit ratio of GDP and subtract its sample mean. The exchange rate is measured as the rate of change of the Russian ruble against US dollars. We transform the variables in the model in the same way as we do the data. We describe the data details in Appendix A.

4.2 Calibrated Parameters  We partition the model parameters into two groups. The first group contains parameters that we calibrate to a fixed value, whereas we estimate the parameters in the second group using Bayesian methods. We present the calibrated and estimated parameter values in tables 2 and 3, respectively.

We calibrate the value of the following parameters to match the first moments in

---

1 The data are obtained from the Federal Reserve Economic Database. Since several macroeconomic time series, such as the GDP, start from 2003Q1, we choose the sample period to be between 2003Q1 and 2016Q4.
the data. We set the capital share of intermediate goods production $\alpha$ to 0.35 in order to match the average gross capital-formation-to-GDP ratio, which is 0.2 in the data. We fix the quarterly depreciation rate of capital $\delta$ to 0.025, which is a standard value in the literature. Over our sample period, the average imports-to-GDP ratio is 0.22, and to match this moment, we set the import share parameter $\omega_c$ and $\omega_i$ to 0.27. The labor supply capacity $A_L$ is chosen to match the 1/3 working hours per period. We calculate the oil income share of government by dividing the oil tax income by the total government revenue. The oil tax rate $\tau^O$ is then chosen to be 0.8 to match the oil income share of the government. We set the steady-state inflation rate at 1.0256 to match the mean CPI inflation of data. The government debt maturity parameter $\rho$ is set to 0.95 in order to match the average government debt maturity. The steady-state government-debt-to-GDP ratio $by$ is fixed at 0.44, which equals the average in the data.

4.3 Estimated Parameters and Priors

We estimate all the remaining parameters in the model using Bayesian methods.\footnote{We use the RISE toolbox developed in Maih (2015) to perform the estimation of our regime switching DSGE model.} Table 3 reports the prior and posterior distribution for the estimated structural parameters and the shock parameters.

Following the Bayesian estimation of the MS-DSGE model in Liu et al. (2011) and Bjørnland et al. (2018), instead of specifying the mean and the standard deviation, we use the 90% probability interval to back out the hyperparameter values of the prior distribution of estimated parameters. This implies our priors are more flexible and cover wider range relative to those in the previous studies. For technical reasons, some of the estimated parameters, such as households discount rate $\beta$, are estimated indirectly via transformations.

We consider priors for policy parameters first. Policy parameters have different prior specifications depending on the regime. Under the AM regime, the monetary policy interest rate reacts strongly to inflation and exchange rate variations, so we let the responsiveness coefficient to inflation $r_\pi$ follow a gamma distribution with 1.2 to 1.8 covering the 90% probability interval, while the responsiveness coefficient to exchange rate variations $r_s$ follows a gamma distribution with 0.2 to 2 covering the 90% probability interval. Under the PM regime, the monetary policy interest rate responds weakly. Thus, we let $r_\pi$ follow a gamma distribution with 0.25 to 0.75 covering the 90% probability interval while $r_s$ follows a normal distribution with -0.01 to 0.01 covering the 90% probability interval. Our prior for $r_y$ is the same under both the AM and PM regimes, which follows a gamma distribution with the hyperparameters appropriately chosen such that the bounds for the 90% probability interval are 0.05 to 0.2.
### Table 3: Model Priors and Posteriors

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Prior</th>
<th>Posterior</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{AP}^{MP} )</td>
<td>transition probability</td>
<td>Beta 0.01 0.2</td>
<td>0.0132 0.0146</td>
</tr>
<tr>
<td>( p_{MP}^{AP} )</td>
<td>transition probability</td>
<td>Beta 0.01 0.2</td>
<td>0.0084 0.0075</td>
</tr>
<tr>
<td>( \alpha )</td>
<td></td>
<td>Beta 0.01 0.2</td>
<td>0.0062 0.0097</td>
</tr>
<tr>
<td>( \gamma )</td>
<td></td>
<td>Beta 0.01 0.2</td>
<td>0.0477 0.041</td>
</tr>
</tbody>
</table>

| \( r_n \) (state AM) | coeff. of monetary policy to inflation | Gamma 1.2 1.8 | 1.3631 1.3944 |
| \( r_y \) (state AM) | coeff. of monetary policy to output gap | Gamma 0.05 0.2 | 0.0616 0.0685 |
| \( r_e \) (state AM) | coeff. of monetary policy to exchange rate | Gamma 0.2 0.2 | 0.6146 0.6137 |
| \( r_{PM} \) (state PM) | coeff. of monetary policy to inflation | Beta 0.25 0.75 | 0.3649 0.3627 |
| \( r_y \) (state PM) | coeff. of monetary policy to output gap | Gamma 0.05 0.2 | 0.0816 0.0771 |
| \( \rho \) (state PM) | coeff. of monetary policy to exchange rate | Normal -0.01 0.01 | 0.0024 0.0006 |
| \( \phi_t \) (state PF) | coeff. of lump-sum tax to debt | Gamma 0.05 0.25 | 0.0827 0.0794 |
| \( \phi_t \) (state AF) | coeff. of lump-sum tax to debt | Normal -0.01 0.01 | 0.0042 0.0001 |
| \( \rho_s \) (state AM) | persistence of interest rate | Beta 0.2 0.9 | 0.6889 0.6724 |
| \( \rho_p \) (state PM) | persistence of interest rate | Beta 0.2 0.9 | 0.7722 0.7801 |
| \( \rho_I \) (state PF) | persistence of lump-sum tax | Beta 0.2 0.9 | 0.5254 0.5311 |
| \( \rho_I \) (state AF) | persistence of lump-sum tax | Beta 0.2 0.9 | 0.5043 0.4978 |

| \( \delta \) | capital share in oil production | Uniform 0.1 0.3 | 0.1851 0.1848 |
| \( \rho_c \) | labour share in oil production | Uniform 0.1 0.3 | 0.1321 0.1178 |
| \( \sigma \) | sensitivity of risk premium to NPA | Gamma 0.002 0.05 | 0.0073 0.0945 |
| \( \lambda \) | intermediate goods markup | Uniform 0.05 0.25 | 0.1727 0.1812 |
| \( \sigma_v \) | wage markup | Uniform 0.01 0.1 | 0.0431 0.0412 |
| \( \sigma_e \) | inverse of Frisch elasticity | Uniform 0.3 2 | 1.3799 1.3747 |
| \( \sigma_p \) | price adjustment duration | Beta 0.2 0.9 | 0.2879 0.2829 |
| \( \sigma_e \) | price adjustment duration | Beta 0.2 0.9 | 0.9096 0.9106 |
| \( \sigma_k \) | price indexation | Beta 0.2 0.9 | 0.3995 0.3999 |
| \( \sigma_e \) | wage indexation | Beta 0.2 0.9 | 0.7069 0.7128 |
| \( \sigma_e \) | price indexation of investment demand | Gamma 0.1 0.8 | 0.4161 0.4145 |
| \( \sigma_e \) | price elasticity of consumption demand | Gamma 0.1 0.8 | 1.5091 1.5084 |
| \( \beta \) | habit formation | Beta 0.4 0.8 | 0.6064 0.5989 |
| \( \sigma_{w1}^O \) | utilization adjustment cost | Gamma 0.5 2 | 0.3016 0.3059 |
| \( \sigma_{w2}^O \) | utilization adjustment cost | Gamma 2 8 | 4.8514 4.8604 |
| \( \sigma_{w1}^O \) | utilization adjustment cost | Gamma 2 8 | 3.7611 3.7524 |

| Shocks | persistence of foreign demand | Beta 0.2 0.9 | 0.5688 0.5639 |
| \( \rho_c \) | persistence of world interest rate | Beta 0.2 0.9 | 0.9529 0.9398 |
| \( \rho_c \) | persistence of oil resource | Beta 0.2 0.9 | 0.3867 0.3841 |
| \( \rho_c \) | persistence of oil prices | Beta 0.2 0.9 | 0.8034 0.802 |
| \( \rho_c \) | persistence of consumption preference | Beta 0.2 0.9 | 0.4124 0.414 |
| \( \rho_c \) | persistence of government consumption | Beta 0.2 0.9 | 0.5847 0.8518 |
| \( \rho_c \) | persistence of technology | Beta 0.2 0.9 | 0.8217 0.8233 |
| \( \rho_c \) | persistence of risk premium | Beta 0.2 0.9 | 0.8862 0.8806 |
| \( \sigma_{w1}^O \) | std. dev. of oil prices | Gamma 0.001 0.5 | 0.1573 0.156 |
| \( \sigma_{w2}^O \) | std. dev. of oil output | Gamma 0.001 0.5 | 0.0999 0.0946 |
| \( \sigma_{w1}^O \) | std. dev. of consumption preference | Gamma 0.001 0.5 | 0.0339 0.0316 |
| \( \sigma_{w2}^O \) | std. dev. of consumption preference | Gamma 0.001 0.5 | 0.0069 0.0068 |
| \( \sigma_{w1}^O \) | std. dev. of monetary policy shock | Gamma 0.001 0.5 | 0.0035 0.0035 |
| \( \sigma_{w2}^O \) | std. dev. of technology | Gamma 0.001 0.5 | 0.0075 0.0078 |
| \( \sigma_{w1}^O \) | std. dev. of foreign demand | Gamma 0.001 0.5 | 0.0011 0.0011 |
| \( \sigma_{w2}^O \) | std. dev. of world interest rate | Gamma 0.001 0.5 | 0.0023 0.0027 |
| \( \sigma_{w1}^O \) | std. dev. of risk premium | Gamma 0.001 0.5 | 0.0056 0.0063 |
We let fiscal policy rule coefficient $\phi_T$ follow a gamma distribution with 0.05 to 0.25 covering the 90% probability interval when under the PF regime, which requires the fiscal policy to passively adjust to accommodate debt accumulation. In contrast, under the AF regime, fiscal policy is unable to aggressively react to the outstanding debt level, hence we let $\phi_T$ follow a normal distribution with -0.01 to 0.01 covering the 90 percent probability interval. Policy persistence parameters $\rho_R$ and $\rho_T$ follow a beta distribution with a 90% probability range between 0.2 and 0.9. The above prior ranges for policy parameters cover the value used in many macroeconomic studies.\footnote{See for example Leeper et al. (2017).}

The off-diagonal terms of each transition matrix $p_{12}$, $p_{21}$, $q_{12}$, and $q_{21}$ follow a beta distribution with 0.01 to 0.2 covering the 90% probability interval. This range for transition probabilities covers the values estimated by Davig and Leeper (2011), Bianchi (2012), and Bianchi and Ilut (2017).

Next, we discuss the prior distributions for other economic parameters. The priors for these parameters are invariant across regimes and are relatively loose compared to previous studies. Capital and the labor share parameters in the oil production function follow a uniform distribution with a 90% probability range between 0.1 and 0.3. The transform of the households discount rate, $100(1/\beta - 1)$, follows a uniform distribution with quantiles 0.5 and 2 covering the 90% probability interval. We let the transform of the intermediate goods markup, $\lambda_d - 1$, follow a uniform distribution with 0.05 to 0.3 covering the 90% probability interval. The transform of the wage markup, $\lambda_w - 1$, follows a uniform distribution with the 90% probability range given by 0.01 to 0.1. The Frisch elasticity of labor supply follows a uniform distribution with the 90% probability range given by [0.3, 2]. The sensitivity of the risk premium to NFA follows a gamma distribution with a 90% probability range given by [0.002, 0.05].

The price and wage adjustment duration parameters, $\xi_d$ and $\xi_w$, follow a beta distribution with quantiles 0.2 and 0.9 covering the 90% probability interval. We let the price and wage indexation $\kappa_d$ and $\kappa_w$ follow a beta distribution such that the quantiles 0.2 and 0.9 cover 90% of the probability interval. The price elasticity of foreign demand, domestic investment, and consumption demand follow a gamma distribution with a 90% probability range given by [0.1, 0.8]. The utilization adjustment cost $\sigma_a$ follows a gamma distribution with a 5% to 95% probability range given by [0.5, 2]. We let the capital adjustment cost $s''$ follow a gamma distribution with quantiles 2 and 8 covering the 90% probability interval. The consumption habit follows a beta distribution with a 90% probability range between 0.4 and 0.8.

Finally, the priors for the persistence coefficients of the exogenous shock process
follow a beta distribution with a 90% probability range between 0.2 and 0.9. The standard deviations of each of the nine shocks follow an inverse gamma distribution with the 90% probability range given by [0.001, 0.5].

4.4 Posterior

Table 3 reports the mode, the mean, and the 5 and 95 percentiles of the posterior distribution of the estimated parameters. The estimation results show tighter posterior ranges for policy coefficients relative to the prior ranges, which implies the data are informative to identify those parameters. The posteriors for transition probabilities suggest that the four regimes are highly persistent. The probability of moving from the AM regime to the PM regime is lower than the probability of moving from the PM to the AM regime. For the fiscal policy, the probability of moving from the AF regime to the PF regime is lower than the probability of moving from the PF to the AF regime.

As for the other structural parameters reported in middle panel of table 3, it is worth pointing out that the estimation results are comparable to the results found in previous studies. The estimated results for shock processes are reported in the lower panel of table 3. The AR(1) coefficients for all shocks are sizable. Although the prior distributions for all the shock variances are the same, the posterior estimates are very dispersed. The oil price and oil output shock has the largest variance whereas the foreign demand shock had the smallest variance.

One of the most important criterion for judging the validity of identification as used by Smets and Wouters (2007) and Christiano et al. (2014) is that the standard deviation of the posterior distribution should be less than the standard deviation of the prior distribution. Overall, it appears that our data are quite informative on the estimated parameters, as indicated by the narrow range of the 90% probability interval of the posterior distribution relative to the prior distribution.

5 Empirical Results

We present the results obtained from estimating the Markov-switching small open economy DSGE model in this section. We first report model fit, and then examine the theoretical variance decomposition of structural shocks, emphasizing the contribution of oil price shocks. We also report the regime probabilities and the regime-specific impulse responses to emphasize how the monetary and fiscal policy mix influences the dynamics of key macroeconomic variables, especially inflation and exchange rate.
5.1 **Model Fit** Figure 3 plots the model-smoothed values for macroeconomic variables along with their data counterparts over our sample period. The model-smoothed values are computed using the posterior mode. The blue solid line presents the data, whereas the red dashed line presents the model-smoothed values. We can see that the red dashed line tracks the blue solid line relatively well, especially the inflation rate and the exchange rate. The model produces a good fit for the oil price and oil output, which are crucial for oil-exporting countries. The model is also able to explain the business cycle dynamics for standard key macroeconomic variables, such as output and consumption, but produces less volatile investment dynamics relative to the data. Overall, the in-sample fit of the model appears to be satisfactory.

Next, we compute the first and second moments generated by the model and compare them with their data counterparts. The first moment is given by the steady state of the model, and we calculate the second moment by model simulation. Table 4 presents
Table 4: First Moments: Model versus Data

<table>
<thead>
<tr>
<th>Steady State</th>
<th>Description</th>
<th>Model</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I/GDP )</td>
<td>investment-to-GDP ratio</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>( M/GDP )</td>
<td>import-to-GDP ratio</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>( EX/GDP )</td>
<td>export-to-GDP ratio</td>
<td>0.22</td>
<td>0.29</td>
</tr>
<tr>
<td>( C/GDP )</td>
<td>consumption-to-GDP ratio</td>
<td>0.57</td>
<td>0.51</td>
</tr>
<tr>
<td>( P^OY^O/GDP )</td>
<td>oil-output-to-GDP ratio</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>( G/GDP )</td>
<td>government-spending-to-GDP ratio</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>( \tau^O P^OY^O/(\tau^O P^OY^O + TR) )</td>
<td>government oil income share</td>
<td>0.41</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Note: All sample averages are computed over the period 2003Q1-2016Q4, except oil income share, which is computed over 2006Q3-2016Q4.

Our results. We can see that the consumption-to-GDP ratio is higher in the model than that in the data, and the export-to-GDP ratio in the model is lower than that in the data. Other than the above two ratios, the other steady-state ratios of the model are close to the data counterparts.

Table 5: Second Business Cycle Moments: Data vs. Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Standard deviation (%)</th>
<th>Correlations with GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard deviation</td>
<td>relative to GDP</td>
</tr>
<tr>
<td>GDP</td>
<td>Model</td>
<td>3.16</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>2.67</td>
</tr>
<tr>
<td>Consumption</td>
<td>Model</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>3.78</td>
</tr>
<tr>
<td>Investment</td>
<td>Model</td>
<td>8.17</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>6.50</td>
</tr>
<tr>
<td>Exchange Rate</td>
<td>Model</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>8.49</td>
</tr>
<tr>
<td>Inflation</td>
<td>Model</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>1.00</td>
</tr>
<tr>
<td>Oil Price</td>
<td>Model</td>
<td>22.44</td>
</tr>
<tr>
<td></td>
<td>Data</td>
<td>20.83</td>
</tr>
</tbody>
</table>

Note: The data-implied moments are calculated after HP-filtering in logs except for the inflation, exchange rate, and interest rate, which are in levels. The model-implied moments are calculated using simulation variables.

We report the second moments in table 5. We can see that the model is able to
generate a procyclical inflation and oil price that is consistent with the data. The model is also able to generate a more volatile investment and oil price relative to output and less volatile inflation relative to output.

Table 6 presents the model fit measured by the posterior log-likelihood. A higher log marginal density measure indicates a better fit. By the criterion of posterior log-likelihood, the data strongly prefer the benchmark regime switching specification. This finding supports that the notion that monetary policy and fiscal policy regime switching is crucial when examining the macroeconomic dynamics for Russia.

<table>
<thead>
<tr>
<th>Model</th>
<th>Log marginal density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed coefficient</td>
<td>726.4</td>
</tr>
<tr>
<td>Regime switching in policy rule coefficients</td>
<td>982.3</td>
</tr>
</tbody>
</table>

Note: The posterior log-likelihood uses the average of Geweke’s (1999) modified harmonic mean estimator. For the fixed coefficient model, we chose the AM/PF specification.

Table 7: Variance Decomposition: Contribution of Oil Price Shocks

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ergodic</th>
<th>PM/AF</th>
<th>AM/PF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>61.58</td>
<td>89.24</td>
<td>56.91</td>
</tr>
<tr>
<td>Consumption</td>
<td>30.88</td>
<td>90.17</td>
<td>31.11</td>
</tr>
<tr>
<td>Labor</td>
<td>21.08</td>
<td>66.03</td>
<td>38.31</td>
</tr>
<tr>
<td>Export</td>
<td>72.95</td>
<td>90.91</td>
<td>63.32</td>
</tr>
<tr>
<td>Wage</td>
<td>11.67</td>
<td>39.32</td>
<td>21.1</td>
</tr>
<tr>
<td>Interest rate</td>
<td>32.39</td>
<td>77.79</td>
<td>33.96</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>46.86</td>
<td>77.18</td>
<td>35.68</td>
</tr>
<tr>
<td>Inflation</td>
<td>21.12</td>
<td>63.95</td>
<td>22.41</td>
</tr>
<tr>
<td>Real exchange rate</td>
<td>73.11</td>
<td>90.97</td>
<td>63.46</td>
</tr>
<tr>
<td>Deficit</td>
<td>90.62</td>
<td>88.97</td>
<td>89.99</td>
</tr>
</tbody>
</table>

Note: The data-implied moments are calculated after HP-filtering in logs except for the inflation, exchange rate, and interest rate, which are in levels. The model-implied moments are calculated using simulation variables.

5.2 Variance Decomposition In order to gauge the importance of oil price shocks under various policy regimes, we conduct variance decomposition for key macroeconomic variables, and report the results in table 7. In the ergodic case, the variance
decomposition is computed when regime switching is allowed. The other two cases report variance decomposition under fixed regimes. We can see that overall, oil price shocks account for a significant fraction of variation for most macroeconomic variables, especially for the nominal and real exchange rates, inflation, and government deficit. More importantly, the contribution of the oil price shocks is greater when in the PM/AF regime than when in the AM/PF regime, suggesting the impact of oil price shocks is asymmetric across policy regimes.

Hence, our results imply that when analyzing the effects of oil price shocks for oil-exporting countries, we need to take possible policy regime switching into consideration. Otherwise we may underestimate the impact of oil price variations on macroeconomic stability, especially for inflation and exchange rates.

![Figure 4: Smoothed State Probabilities and Oil Price](image)

**5.3 Smoothed State Probabilities** We plot the smoothed regime probabilities, together with oil price in figure 4. The blue solid line shows the probability of policy regime, and the red dashed line shows the oil price. The top panel plots the probability
of being in the PM regime, and the bottom panel shows the probability of being in the AF regime.

This figure suggests that although the AM regime turns out to be prevalent for most of the sample periods, there has been policy regime switching in Russia over the sample periods. Moreover, the period of regime switching is highly correlated with the drop in oil price. In particular, we can see that when oil prices fell significantly during the 2008 financial crisis and the last quarter of 2014 to the last quarter of 2015 period, there was a high probability (nearly 1) of the PM regime. The fiscal policy switched to the AF regime since the 2008 financial crisis and did not return to the PF regime thereafter.

Therefore, the above results support the argument that the fall of oil price is strongly related to the switching of monetary and fiscal policy regimes for Russia, which is also consistent with the narrative evidence.

5.4 REGIME-DEPENDENT TRANSMISSION MECHANISMS To examine the transmission mechanisms of oil price shocks under different policy regimes, we plot the impulse responses of macroeconomic variables in figure 5 when the small open economy is subject to a negative oil price shock, conditional on AM/PF and PM/AF regimes. Since the AM/PF regime resembles the monetary and fiscal policy configuration during normal times, the impulse response functions in this regime are not surprising. Figure 5 shows that output, investment, and consumption fall, but households work more because of the wealth effect. Government debt burden rises and the lump-sum tax also rises. In the PM/AF regime, as oil revenue drops and tax does not rise sufficiently, the present value of real fiscal resources are not able to support the outstanding government debt. This fiscal stress then requires the price level to rise to inflate away part of the nominal government debt and exchange rates to depreciate to revalue the government expenditures against dollars. We can see from figure 5 that the impulse responses for inflation and the exchange rate are qualitatively the same as those in the AM/PF regime. However, the magnitude of the responses differs substantially. The inflation and the exchange rate responses are roughly three times larger. On the other hand, the responses of real variables are milder under the PM/AF regime. This is because the rise of the nominal interest rate is less than the rise of inflation, which produces a fall of the real interest rate. This in turn stimulates the investment and mitigates the contractionary effect of the negative oil price shock.

We now turn to discuss the role of nominal frictions in this model. We report the results in appendix B. In particular, figure 7 shows the macroeconomic dynamics with
Figure 5: Macroeconomic Dynamics in Response to an Oil Price Fall
different degrees of price stickiness in response to a unfavorable oil price shock under the PM/AF regime. We can see that when price is more flexible, the rise of inflation is higher. The export and the consumption increase more, hence the output decreases less. Figure 8 shows the impulse responses with different degrees of wage stickiness. When nominal wage is more flexible, inflation increases more and wage rate decreases more. The investment and output decrease less.

6 COUNTERFACTUAL ANALYSIS

In this section, we conduct two counterfactual policy experiments to illustrate how the policy regime switches affect the observed macroeconomic dynamics.

![GDP](image1.png) ![Inflation](image2.png) ![Interest Rate](image3.png) ![Exchange rate](image4.png)

Figure 6: Counterfactual Historical Simulations

6.1 COUNTERFACTUAL EXPERIMENT: IN-SAMPLE PERFORMANCE The first counterfactual analysis explores how the key macroeconomics variables would have been different if the policy coefficients did not switch over the sample period. Figure 6 reports the historical time series of GDP, inflation, nominal interest rate, and exchange rate under the benchmark regime switching case, which is marked with a solid blue line, along with the time series generated under the AM/PF regime, which is marked with a red dashed line. This figure clearly shows that the model fails to produce the observed variations of inflation and the exchange rate in the past. In particular when
inflation climbs high, and exchange rate depreciates significantly during the 2008 financial crisis and the periods from 2014Q4 to 2016Q2.

| Table 8: Counterfactual Second Moments: Oil Price and Exchange Rate |
|-------------------|------------------|------------------|
| Variable          | Baseline         | AM/PF            | PM/AF            |
| $Corr(P_O, s)$    | -0.44            | -0.11            | -0.46            |
| $Std(s)$          | 3.21             | 0.78             | 3.23             |

Note: The baseline case allows regime switching.

6.2 COUNTERFACTUAL EXPERIMENT: SECOND MOMENTS  
Our second counterfactual exercise is to compare the second moments using counterfactual simulated time series under different policy regimes. Table 8 reports the correlation between oil prices and the exchange rate simulated under the benchmark regime switching model, the AM/PF policy regime, the PM/AF policy regime, and the data counterpart. We can see that this correlation is much stronger conditional on the PM/AF regime relative to that conditional on the AM/PF regime. This helps to explain the asymmetric correlation observed in the data across different periods. In addition, the standard deviation of the exchange rate is higher under the PM/AF regime relative to that under the AM/AF regime, which is consistent with the data observed under different exchange rate arrangements.

Overall, the counterfactual analysis shows the importance of allowing monetary and fiscal policy regime switching to interpret the data from two aspects: the time series based on the historical sequence of shocks and unconditional moments obtained by stochastic simulations.

7 ROBUSTNESS CHECK

In this section, we conduct a couple of robustness checks for the main results. First, we check the sensitivity of the estimation results to different prior distributions. Following Smets and Wouters (2007), we broaden the 90% probability intervals of the prior distributions by 50% for all the parameters. The estimation results do not change much.

Second, admittedly the Russian economy is in a state of transition, and there may be uncertainty about which long-run equilibrium the economy is converging to. To address this concern, we experiment with different HP-filter parameter values to remove
the long-run trend, and find the results do not change much. In addition, we reestimate the model using the data of Algeria, which is also an oil-exporting country under a managed floating exchange rate system. We report the estimated regime probabilities in appendix C. We can see that the data implied regime switching probabilities are similar to those of Russia.

8 Conclusion

In this paper, we documented how oil price variations have time-varying asymmetric impacts on exchange rates for some oil-exporting countries. The correlation between oil prices and exchange rates is strongly negative during periods of significant oil price drop, but it becomes weak, or even positive, during other periods. To interpret the data pattern, we developed a Markov-switching small open economy New Keynesian model with tax income from oil production and estimated the model based on Russia, which is a prototype oil-exporting country. In particular, we allowed monetary and fiscal policy rules to fluctuate across different regimes in order to quantitatively assess the importance of monetary and fiscal policy interactions in producing the time-varying asymmetric correlation between exchange rates and oil prices.

We found evidence of policy regime switching over the sample period. Our estimation result shows that the sharp falling of oil prices generates fiscal stress that keeps the fiscal policy from accommodating public debt. Monetary policy in turn has to adjust, either currently or in the future, to passively tolerate higher inflation and currency depreciation in order to restore the backing of government debt. During other periods of time, monetary policy actively controls inflation and the exchange rate, while fiscal policy adjusts to accommodate government debt accumulation. This policy combination effectively isolates the oil price variations to the exchange rate changes. We provided narrative evidence that supports the policy regime switches inferred from the model. Moreover, our counterfactual policy experiments show that conditional on the policy regime configuration during normal time, the model fails to produce the observed strong negative correlation between exchange rates and oil prices.

Moreover, impulse responses from the model show that the transmission channels of oil price shocks vary significantly across different policy combinations. Therefore, business cycle analysis conditional on a fixed monetary and fiscal policy combination is likely to misinterpret the data for oil-exporting countries, in particular the ones under a managed floating exchange rate arrangement.
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Appendices

A Data Descriptions

In this section, we list all the data we used for estimation and their sources.


Inflation: Consumer Price Index, Total All Items for the Russian Federation, Growth Rate Previous Period, Quarterly, Not Seasonally Adjusted. Data source: Federal Reserve Economic Data.


Foreign interest rate: Effective Federal Funds Rate, Percent, Monthly, Not Seasonally Adjusted. Data source: Federal Reserve Economic Data.

Wage: Real Wage Index, Quarterly, Not Seasonally Adjusted. Data source: CEIC
Database.

**Oil Output**: Export of petroleum products, crude oil, million dollars. Data source: CEIC Database. Divided by oil price to obtain oil production.

**Government Deficit**: Government spending minus government revenue, billion Russian rubles. Data source: CEIC Database.
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